Note to other teachers and users of these slides: We would be delighted if you found this our
material useful in giving your own lectures. Feel free to use these slides verbatim, or to modify
them to fit your own needs. If you make use of a significant portion of these slides in your own
lecture, please include this message, or a link to our web site:

Analysis of Large Graphs:
Community Detection
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Networks & Communities
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[Andersen, Lang: Communities from seed sets, 2006]



[Andersen, Lang: Communities from seed sets, 2006]



[McAuley, Leskovec: Discovering social circles in ego networks, 2012]
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[Girvan-Newman ‘02]
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Need to re-compute
betweenness at
every step



Step 1 Step 2:

Step 3: Hierarchical network decomposition:



$ %












-%



The algorithm:
*Add edge flows :

-- node flow =

1+ child edges

-- split the flow up
based on the parent
value
* Repeat the BFS
procedure for each
starting node

1+1 paths to H
Split evenly

1+0.5 paths to J
Split 1:2

1 path to K.
Split evenly
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QM 4 o[ (# edges within groups) —
(expected # edges within group) ]

Need a null model!
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2"d largest eigval.
9.;. now has
value very close
to 9.
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Node has degree * . So, value' needs to be summed up * times.
But each edge I has two endpoints so we need' P’
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All labelings _ _
of nodes so I X|
thatBg A
We want to assign values ' to nodes i such

that few edges cross 0.
(we want x ; and x; to subtract each other)

Balance to minimize
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Can't solve exactly. Let'srelax + and w >

allow it to take any real value. 3 10 3 PpP1



)
(
(
+I

)1
5
] (
2

(
I y



SrS

2 ( | 1
a3 |
M cded Vv 99 k'mlr; cl) pm !
V@)
( 0 1 ( )
1 V
@
AF'F AF1F A H | 1
C( ) | 1 (
9N C (r s7|’ut) c S 6 EBE A7

h 4
) is only smaller



@ D E

w Z
' W
EC | V S

a1 sy (e ¢

(rs7r t)u Set, (}i' }E)U g (}g' }:)u
|

u u u |1
r } ) (} ) le L
S L) o (= —
Z (7 € — €
; , ; , Which proves that the cost
f (; P |_) C f ; P ;) C . R Vv achieved by spectral is better

h ice the OPT
e ... number of edges between A and B than twice the OPT cost

#%

OE2

S









E@
* ( 5
OF’
" ( ( S
<
)
o=



OE

/l

0#0

*#0

+#0

+#0

#0

-#0

O#+

o#/

O#+

(O#+

(O#+

(0#/

o#. | o#+ | (o | (o#, | (on. | (o#
o#. | o# | o# | (o | ox | oxo
o#. | o#+| o | o | (om. | o#-
o#. | (onr] o | o | ox | (o#
o#. | (o] (o | (o#, | o# | o#-
o#. | o8 | o# | (ox. | (o#. | o#o0




O#+

O#/

O#+

(O#+

(O#+

(O#/

(O#+

(O#+

(O#/




¢X JO anfea

Rank in x,

$!



¢X JO aneA

Rank in x,



Components of X,

Components of X
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[Kumar et al. ‘99]

Use this to define “topics”:
What the same people on
the left talk about on the right
Remember HITS!

Dense 2-layer graph

Intuition: Many people all talking about the same things
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[Agrawal-Srikant ‘99]
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[Kumar et al. ‘99]
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3( : t S ... minimum support (|X|=s)

t ... itemset size (|Y[|=t)



[Kumar et al. ‘99]
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Find frequent itemsets: O O

S ... minimum support
t ... ltemset size
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ltemsets:

a = {b,c,d}
b = {d}

c ={b,d,e,f}
d = {e,f}

e = {b,d}
f={}
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Nodes on the right Nodes on the left

[Kumar, Raghavan, Rajagopalan, Tomkins: Trawling the Web for emerging cyber-communities 1999]
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